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Abstract—To minimize the operation time, mobile manipulators need to pick-up parts while the mobile base and the gripper are moving. The gripper speed needs to be selected to ensure that the pick-up operation does not fail due to uncertainties in part pose estimation. This, in turn, affects the mobile base trajectory. This paper presents an active learning based approach to construct a meta-model to estimate the probability of successful part pick-up for a given level of uncertainty in the part pose estimate. Using this model, we present an optimization-based framework to generate time-optimal trajectories that satisfy the given level of success probability threshold for picking-up the part.

I. INTRODUCTION

Mobile manipulators can be used for pick-and-transport operations for parts. Traditionally, this is done by positioning the mobile base near the part, then moving the manipulator to grasp the part for the pick-up operation. However, this takes a longer time as compared to grasping parts while the mobile base and the gripper are in motion. This behavior is routinely demonstrated by humans who can pick up objects with their arms while walking or running. Therefore, we are interested in moving the mobile base and the manipulator simultaneously during the pick-up operation. We have demonstrated the feasibility of this idea when there is no uncertainty in part pose estimates [1].

In most cases, there is some uncertainty in part pose estimates when the mobile manipulator attempts to pick up the part. This uncertainty affects the speed of the pick-up operation. For example, Fig. 1 illustrates a case where the gripper is not aligned well with the part during the pick-up operation due to the uncertainty in the part pose estimate. If the gripper moves at a fast speed as shown in 1(a), the gripper finger will collide with the part resulting in a failure to grasp. On the other hand, as shown in 1(b) if it moves at a slower speed, the gripper fingers will align with the part when they close resulting in a successful grasp. However, a slower gripper speed may require the mobile manipulator to slow down resulting in increased operation time. This illustrates the need for adjusting the gripper speed based on the part pose estimate uncertainty.

The first main problem investigated in this paper is the effect of part pose estimation uncertainties on gripper velocities. We are interested in understanding and characterizing how the probability of successful grasping depends upon gripper speed and part pose estimation uncertainties. This characterization helps us in selecting the appropriate gripper speed based on the expected uncertainties in the part pose estimates. Characterizing the probability of successful grasps through exhaustive simulation of various combinations of un-

![Fig. 1: Two scenarios (a) and (b) with different gripper speeds are shown. In (a), $S_{fast}$ refers to the fast gripper speed and in (b), $S_{slow}$ refers to the slow gripper speed. $S_c$ refers to the gripper closing speed which is constant in both scenarios. The nominal pose of the part is in blue, the actual part pose is in red. The grasping time is dictated by the gripper closing time, which remains constant in both cases. Hence, in (a), the gripper starts closing further away from the part as compared to in (b).](image)

underlying operation parameters is computationally not viable. Moreover, the contact physics between the gripper and the part with a moving gripper is complex and hence it is difficult to model the grasp success probability analytically. We use an active learning method to characterize the probability of successful pick-up operation using simulations.

Given the desired success probability, we are interested in moving the mobile base and the manipulator such that the pick-up operation time is minimized. This is done by accounting for the part pose estimation uncertainties and its effect on gripper speed. The second problem investigated in this paper is the problem of picking up the part using the manipulator while moving the mobile base from a given initial location to the goal location. The method will be designed for problems where the initial and goal locations of the mobile base are near the part location. We assume that a state space search will be performed to identify the mobile base’s initial location and the goal location when we need to solve a large distance part transport problem [1]. The state space search is not the focus of this paper. Mobile manipulator trajectories computed using the method described in this paper can be used as motion primitives in the state space search to solve large distance part transport problems.

II. RELATED WORK

Significant work has been done to study the effects of uncertainties in shape, part pose, contact, physics, dimensions, environment and perception for grasping of parts [2]–[7]. These studies deal with grasping when the gripper is
Deep learning algorithms have been used for robotic grasping [8]–[10]. Classification of grasps based on the degrees of freedom of the object and the grasp parameters using techniques such as Support Vector Machines (SVM) [11] and AdaBoost [12] have been used. The focus in these works has been to generate techniques to determine the grasping strategies for objects. In our work, we determine the grasp strategies using existing grasp planners [13]. We focus on determining the approach velocity of the gripper during grasping with the appropriate grasping strategy.

Physics-based trajectory generation for grasping using optimization has been demonstrated in [14], [15]. Combined grasp and manipulation planning using trajectory optimization has been implemented in [16]. The grasping discussed in this work is with a moving gripper. The physical interactions of the object with a moving gripper are different as compared to a stationary gripper. The velocity of the gripper approaching the object plays an important role, which has not been the focus of most of the previous works in the area of robotic grasping.

Sampling and search-based methods have been studied for motion planning for high-dimensional systems such as mobile manipulators [17]–[21]. In [22], the pick of moving objects using manipulators is studied using a search-based approach by defining specialized motion primitives and heuristics. The final solution is resolution optimal which may result in non-smooth trajectories. Several Optimization based algorithms [23]–[25] have been developed to generate smooth trajectories for high dimensional systems. However, most of these techniques are used for point-to-point path planning and not for continuous trajectory generation as desired for specific end-effector trajectories.

The end-effector is required to move through a set of predefined waypoints for a continuous motion in a constrained trajectory [26], [27]. The solution for each joint angle is found either as a parametric curve using discrete parameter optimization [28]–[30] or as a functional using optimal control [31], [32]. Spline approximation of joint trajectories as a function of time or arc-length parameters have been used followed by Sequential Quadratic Programming (SQP) [33]. Researchers have also explored genetic algorithms [34] to generate path-constrained trajectories for manipulators.

Trajectory generation for high-DOF systems like mobile manipulators [35], humanoids [36] has been studied. Convex optimization [37], [38] and Quadratic Programming (QP) [39], [40] have been used to generate trajectories for high-DOF systems in dynamic, environments and for end-effector path tracing by minimizing pose error. Joint limits, collisions and velocities are also considered via constraints. Jacobian approximations can be used for joint velocity control-based manipulator trajectory generation [41], [42]. In these methods having an appropriate seed for computing subsequent configurations is important.

### III. Problem Formulation

#### A. Definitions

We define four frames of reference. \( W \) is the world frame of reference. The mobile manipulator poses and velocities are with respect to \( W \). \( P \) is the frame of reference attached to the part. Frame \( B \) is such that the location of its origin is the same as the origin of \( P \), but the axes are aligned with \( W \). The origin of \( B \) changes with a change in the location of the part. \( G \) is the frame of reference attached to the gripper. A pose is defined by the homogeneous transformation matrix \( T \).

The poses of the part, the mobile base and the gripper in any frame \( F \) are denoted by \( F T_p, F T_m \), and \( F T_g \) respectively.

The mobile manipulator is an \( n + 3 \) degrees of freedom (DOF) system with configuration variables \( \Theta \) as \((x, y, \phi, \theta_1, \ldots, \theta_n) \). \((x, y) \) is the location and \( \phi \) is the orientation of the mobile base w.r.t. \( W \). \( \theta_1, \ldots, \theta_n \) are the joint angles of the manipulator. The kinematic model includes the forward kinematics (FK) which maps the mobile manipulator DOFs to the gripper (attached to the end-effector) pose \( W T_g \) and the Jacobian \( J \) \((6 \times (n + 3))\), which maps the joint velocities of the manipulator and the velocities of the mobile base \((\dot{\Theta})\) to the gripper velocity \( W \dot{V}_g \) \((6 \times 1)\).

The approach vector of the gripper towards the part in the frame \( B \) is \( \dot{n}_g \). The gripper orientation does not change while it is approaching the part. The pose of the gripper with respect to the frame \( P \) is \( \dot{G} T_P \). A grasping strategy \( \Gamma_{g} \) is defined by the pair \((\dot{n}_g, \dot{G} T_P (t'))\), where \( t' \) is the time instance at which grasping ends. In essence, it gives the direction from which the gripper will approach the part and the orientation of the gripper.

The gripper velocity is denoted by \( V_g \) in \( W \). The gripper velocity in the frame \( W \) is the same as in \( B \). The gripper speed is denoted by \( S_g \) (this includes only the translation velocity magnitude). As the gripper orientation does not change during grasping, the angular velocity components of \( V_g \) are zero. The gripper closing speed is denoted by \( S_c \).

The standard deviation in the estimated part pose uncertainty is denoted by \( \sigma \) and the mean is zero. We define \( \gamma \) as the grasping success probability threshold. In other words, during grasping, the probability of success should be greater than \( \gamma \).

#### B. Problem Statement

Given \( \Theta_{\text{initial}}, \Theta_{\text{goal}}, W T_p, \Gamma_{g}, \gamma \) and \( \sigma \), the local trajectory generation can be represented as an optimal control problem. Our formulation is one that transforms the basic optimal control problem into one of nonlinear programming using direct transcription.

\[
\begin{align*}
\text{minimize} & \quad \Theta(t) \\
\text{subject to} & \quad C(\Theta(t)) \leq 0, \quad 0 \leq t \leq T_f 
\end{align*}
\]

Where, \( T_f \) is the time required to traverse a trajectory \( \tau \). \( C(\Theta(t)) \) is a vector representation of the constraints on the mobile manipulator at time \( t \) which include, the end-effector or gripper pose constraint while picking up the part, the Jacobian constraints for end-effector (or gripper) velocity, the mobile base non-holonomic constraints, grasping success probability threshold constraint, joint limit, joint rate,
velocity constraints and also the self and external collisions constraints.

To express the grasping success probability threshold constraint, we develop a meta-model that estimates the success probability as a function of $S_g$ and $S_c$ for a given $\sigma$ (see Sec. IV for details).

IV. A META MODEL FOR ESTIMATING PART GRASPING SUCCESS PROBABILITY

To build a meta-model for estimating the grasping success probability, we use a real-time physics engine (Bullet Physics [43] in V-REP [44]) for simulating the grasping of parts with a moving gripper. We define grasping success conservatively, by measuring the gripper overlap on the part and checking whether the part is held inside the gripper while it is moving for a predefined period of time. Also, the distance between a fixed point on the gripper and a fixed point on the part is measured for any changes throughout the gripper motion. If the part moves more than a threshold amount after being grasped, we label that as a failure. Using this notion of grasping success, we use only the simulation data to build a classification model. Physical experiments with a gripper mounted on a manipulator for various gripper speeds and closing speeds have been conducted to verify the accuracy of the physics engine used for simulation. By placing three parts in different poses, we performed 90 physical experiments resulting in 94% match with simulations in terms of success and failure of grasps.

The success of a grasp is dependent on the part pose relative to the gripper, the gripper speed and the gripper closing speed. Given these inputs, determining the success of a grasp can be viewed as a classification problem. The training example vectors can be 5 dimensional with a $3 \times 1$ part pose relative to the gripper $(x, y, \phi$; this definition of part pose will be used in this section), the gripper speed $(S_g)$ and the gripper closing speed $(S_c)$ (Fig. 2). Some of these variables have a predictable effect on the success of grasp and we can reduce the dimension of the input vector for the classifier. For example, for a certain pair of $S_g$ and $S_c$, if the grasp is successful for a $S_g$, it is also successful for a higher $S_c$ for the same $S_g$ and the part pose. Instead of using 5D input vectors, we use training example vectors consisting of only the $3 \times 1$ part pose relative to the gripper. So instead of having one classification model in 5D we have $k$ models in 3D and perform interpolation between them.

We take inspiration from [45] where active learning was used to determine the contact surface for collision detection in high dimensional configuration space. We proceed with a physics simulator based grasp success evaluation function.

A. Active Learning for Generating Classification Model

Our goal is to understand how much deviation from the nominal part pose will start causing grasping failures for a pair of $S_g$ and $S_c$. We denote the classification surface as Grasping Success Boundary (GSB). For a given $(S_g, S_c)$, the Grasping Success Boundary is $GSB_{S_g, S_c}$.

The approach for generating a nonlinear classifier based on SVM [46] is illustrated in Fig. 2. The description henceforth is for a pair of $S_g$ and $S_c$.

We start with an initial classifier surface ($GSB_0$) with few part pose samples and refine it using active learning. Our goal is to actively select pose samples so that a better approximation of the grasping success boundary $GSB_1$ can be obtained subsequently. We start with equal weight on exploration and exploitation. During exploration after $GSB_1$, we bias random sampling of new poses in areas that were not explored before. This refines the $GSB$ in places which initially had only a few samples. If the prediction accuracy after exploration increases, we increase the bias towards exploitation. At every step, new pose samples are added and the $GSB$ is updated. This procedure is repeated until the prediction accuracy of the generated model is greater than a predefined threshold or when the total number of pose samples generated is larger than a given threshold.

For refining the generated $GSB$, we sample near the boundary by choosing a pair of support vectors of opposite labels and finding their midpoint in the feature space. This midpoint lies close to the boundary as stated by the maximal margin property of SVM [46]. This results in local refinement of the boundary.

B. Constructing Success Probability Meta-Model

Given a part pose uncertainty $\sigma$, our goal is to build a model that will predict success probability as a function of $S_g, S_c$ using the classifier from the previous section.

We define Success Depth (SD) as the distance from the $GBS$ inside the success region. It is approximated as,

$$SD(p_0, GSB) = \min_{p \in GSB} dist(p_0, p).$$

We define Failure Threshold Distance ($D_{FT}$) to be the distance from $GBS$ into the success region, such that any point $p_0$ with $SD(p_0, GSB) \geq D_{FT}$ is always a success. At the $GBS$, there is high uncertainty in the success classification because of the physics engine approximations. Hence, we set a $D_{FT}$ to overcome this uncertainty resulting in a conservative definition of grasping success.

Once a $GBS_{S_g, S_c}$ is generated satisfying the termination conditions, we query a large number of poses generated by the standard deviation $\sigma$ in the part pose. They are labeled by taking into account their SD. The ratio of the number of successful grasps and the total number of query points is the probability of success for the tuple $(\sigma, S_g, S_c)$. We do this for pairs of feasible $S_g$ and $S_c$ for a particular $\sigma$. Furthermore, there is a need to interpolate to get the probability of success for an $S_g, S_c$ pair for which this probability was not computed. For this, we fit a surface and use its lower bound approximation to generate a conservative probability of success for any $S_g$ and $S_c$ pair. This surface is an analytical function of $S_g$ and $S_c$ denoted by $\rho_\sigma(S_g, S_c)$. Fig. 3 shows an example of the generated $\rho_\sigma(S_g, S_c)$ for two values of $\sigma$. This $\rho_\sigma(S_g, S_c)$ will be used in the grasping success probability constraint in Sec. V.

The Fig. 3 also shows the results for this method and compares it with the probability computations using extensive sampling for two different levels of uncertainty in part pose. Extensive sampling required about 2000 samples (and hence that many simulation runs) to converge to a probability value
for every pair of $S_g$ and $S_c$. It can be observed that in all cases, the probability computed using active learning is lower than the probability computed using extensive sampling. The extent to which it is lower is dependent on $\sigma$. Because for a higher $\sigma$, the number of samples close to the GSB is higher and samples with SD $< D_{FT}$ will be labeled as failures. It can also be seen from Fig. 3 that for lower uncertainty levels, the difference between the active learning method and the extensive sampling method is less. The reason for this is that because of low $\sigma$, almost all the samples are away from the GSB, hence their SD $> D_{FT}$ resulting in an accurate prediction of success. For high $\sigma$ in the worst case, the difference between the active learning and the extensive sampling probabilities is about 10% of the active learning probability. The uncertainty in the part pose $\sigma$ typically depends on the vision system used for part detection. Generating the above $GSB_{S_g,S_c}$ is a one-time process for a particular part, grasping strategy, a grasping speed and a gripping closing speed. It can be queried with any $\sigma$. However, the method of extensive sampling for probability generation requires resampling with every new $\sigma$. Each simulation run for a sample is about 1.3 seconds and hence it is infeasible to simulate such a large number of poses. To train the model using active learning with exploration and exploitation, the number of samples that we need on average is about 350 to 500 for 96% prediction accuracy. This greatly reduces the computation time.

V. Trajectory Generation

A. Definitions

The trajectory planning problem is formulated as a non-linear optimization problem. Given, $\Theta_{initial}$, $\Theta_{goal}$, $\psi T_p$, $\Gamma_g$, $\sigma$ and $\gamma$

$$\text{minimize } T \text{ s.t. }$$

$$C_{mbpath}(\Theta, \dot{\Theta}) \leq 0, C_{grasping}(\Theta, \dot{\Theta}) \leq 0$$

$$C_{uncertainty} \leq 0, C_{collision}(\Theta) \leq 0$$

$$C_{initial}(\Theta, \dot{\Theta}) \leq 0, C_{final}(\Theta, \dot{\Theta}) \leq 0$$

$$C_{joint}(\Theta) \leq 0, C_{joint-rates}(\dot{\Theta}) \leq 0$$

Path Constraint for the Mobile Base: This includes the non-holonomic constraint ($\dot{x} \sin \phi - \dot{y} \cos \phi = 0$) as well as any other path constraint. We also have a constraint that during grasping, the mobile base should lie inside the grasping area $A_p$. Grasping area is an area around the part within which when the mobile base is located, the end-effector can reach the part and grasp it with a specific grasping strategy [1]. These constraints are represented as $C_{mbpath}$.

Grasping Constraints: Let $T_1$ be the time at which grasping starts (gripper starts closing) and $T_2$ be the time at which grasping is completed (gripper is at the grasping location and closed). Therefore, $0 \leq T_1 \leq T_2 \leq T$. This constraint is specific to a grasping strategy $\Gamma_g$ i.e. $(n_g, \tilde{V}_T(T_2))$. During the time interval $T_2 - T_1$, the process of grasping is executed, i.e., this is the time required for the gripper to close. The pose of the gripper should follow the velocity constraint on configuration variables ($J(\Theta(t))\dot{\Theta}(t) = \psi V_g$) and pose constraint during grasping ($FK(\Theta(T_2)) = \tilde{V}_T(T_2)$).

Grasping Success Probability Constraints: $S_g$ and $S_c$ determine the probability of success as described in Sec. IV. Hence, in order to make sure that we are moving the gripper such that even in the presence of uncertainty the resulting grasping is successful, we use the function $\rho_S(S_g, S_c)$ generated in Sec. IV for an uncertainty level $\sigma$ to get additional constraints on $S_g$ and $S_c$. The $C_{uncertainty}$ can be written as $\gamma - \rho_S(S_g, S_c) \leq 0$. Where, $\gamma$ is a given threshold of success to grasp.
Other Constraints: Eq. 4 represents the constraints on initial and final position and velocity of the mobile-base. Eqn. 5 represents the joint position and velocity constraints on the manipulator.

B. Successive Refinement Procedure

We represent each DOF of the mobile manipulator as a polynomial in time ($\Theta_i = \sum_{k=0}^{m} a_i k^k$). The degree ($k$) of this polynomial depends on the expected motion. Our exploratory investigation demonstrated that a cubic polynomial is sufficient to represent motions for the mobile base and the wrist joints and a quintic polynomial is needed for the base and shoulder joints of the manipulator.

Let, $q$ be the vector of optimization variables. It includes $a_{1..9,k}$ (parameters of the polynomials), $T$, $T_1$, $T_2$, and $S_g$. We have developed a successive refinement approach to solve the optimization problem. In this approach, the seed for the next optimization is the solution to the current optimization.

We discretize the time in the following manner for evaluating constraints. Time intervals $[0, T_1]$, $[T_1, T_2]$, and $[T_2, T]$ are uniformly sampled for $m$ time instances in each interval. The mentioned constraints are satisfied at each time instance.

$q_0$ is the initial value (seed) for the optimization variable with $a_{1,1} = x_i$, $a_{2,1} = y_i$, and $a_{3,1} = \phi_i$ ($x_i, y_i, \phi_i$ is initial pose of mobile-base). $T_1$, $T_2$, and $T$ are initialized such that $0 \leq T_1 < T_2 \leq T$. Other elements of $q_0$ are assigned randomly. The solveNLP function takes in the seed, the objective function and the constraints and uses non-linear programming to determine a locally optimal solution. The following steps describe our approach.

1. $q_1 \leftarrow solveNLP(q_0, Obj\ Func, Constraints)$ where, $Obj\ Func = T$; $Constraints : C_{mb\ path}, C_{i,f}, C_{joints}$. This gives a feasible trajectory for the mobile base.
2. $q_2 \leftarrow solveNLP(q_1, Obj\ Func, Constraints)$ where, $Obj\ Func = T$; $Constraints : C_{mb\ path}, C_{i,f}, C_{joints}, C_{gT2}$. This step results in a trajectory such that the end-effector is at the grasping pose at time $T_2$.
3. $q_3 \leftarrow solveNLP(q_2, Obj\ Func, Constraints)$ where, $Obj\ Func = T$; $Constraints : C_{mb\ path}, C_{i,f}, C_{joints}, C_{gT2}, C_jacobian$. This step results in a trajectory such that the end-effector follows the Jacobian constraints for $t \in [T_1, T_2]$ and it is at the grasping pose at time $T_2$.
4. $q_4 \leftarrow solveNLP(q_3, Obj\ Func, Constraints)$ where, $Obj\ Func = T$; $Constraints : C_{mb\ path}, C_{i,f}, C_{joints}, C_{gT2}, C_jacobian, C_uncertainty$. This step ensures that the gripper speed is such that the probability of grasping success threshold is met for a given $\sigma$ and $P_p$.
5. $q_5 \leftarrow solveNLP(q_4, Obj\ Func, Constraints)$ where, $Obj\ Func = T$; $Constraints : C_{mb\ path}, C_{i,f}, C_{joints}, C_{gT2}, C_jacobian, C_uncertainty, C_{coll}$. Finally we add the collision constraints for generating a feasible trajectory.

The non-linear programming in each step terminates when the improvement in the objective function or the step size falls below a critical tolerance.

The final trajectory $\tau$ is generated from $q_5$. Since the parametric equations in time are polynomials and the constraints on the manipulator are essentially between $T_1$ and $T_2$, it may exhibit undesirable motions between 0 to $T_1$ and between $T_2$ to $T$. Therefore, we refine the manipulator trajectory in those intervals separately. We use STOMP [23], ensuring that the joint and velocity constraints at these points are met.

VI. RESULTS

We have considered a 9 DOF mobile manipulator with a differentially driven mobile base (InspectorBot), a UR5 manipulator, and a Robotiq 2-fingered gripper. We tested the planner on 6 different test cases, some of which are shown in Fig. 4. The three parts shown require three different gripper orientations for grasping. The test cases include different grasping strategies for different directions of relative motion between the gripper and the mobile base. The method can be extended to any gripper and part orientations without loss of generality. In each test case, we vary the desired $n_g$ while the mobile base follows similar paths. The initial location of the mobile base in each case is $(0m, 0m)$ and its orientation is $\pi/6$ rad and the final location and orientation is $(3m, 0m)$ and $0$ rad respectively. We allow a tolerance of 0.5 m in its position and $\pi/4$ rad in its orientation at the goal location. The nominal part location was $(3m, 4m)$ for all test cases and the nominal part orientations were $0, \pi/4, \pi/2, 0, \pi/4, \pi/2$ for the 6 cases respectively. The grasping direction $n_g$ is determined according to the nominal part orientations. The maximum linear velocity of the mobile robot is 2 $m/s$ and the maximum joint velocity for the manipulator is $\pi$ rad/sec. We consider the same uncertainty levels as mentioned in Sec. IV. The algorithm was implemented using MATLAB on a computer with an Intel Xeon 3.50GHz processor and 32GB of RAM. Interior point method from Matlab’s fmincon library was used as the optimization algorithm. For SVM, we have used Thundersvm [47] for fast computation in C++. The physics-based simulations were conducted in VREP.

We have presented the error comparison of our successive refinement based approach by benchmarking it against the non-linear programming with all the constraints combined together (called No Sequencing in the tables) with randomly selected initial seeds satisfying $0 \leq T_1 < T_2 \leq T$. The
results in tables I, II, III are for medium level uncertainty in part pose given by $\sigma_r = 7\text{mm}$, $\sigma_\phi = 10^\circ$. $\gamma$ is 0.96. The simulation and physical experiments can be seen in the video at https://www.youtube.com/watch?v=8fWLFA977Co

We observe from table I the mobile base speed is higher in our approach. Since the trajectory time depends on the mobile base motion, a high speed plays a significant role in reducing overall time. In table II, we observe that the pose errors during grasping are significantly lower for our approach as compared to the ones with no sequencing. Moreover, the non-holonomic constraint violations for the mobile base motion are also lower. From table III, it can also be seen that the trajectory execution time is lower with our approach. The probability of grasping success values from the model are similar for both the approaches. We observe that the computation time for our method is comparable to the non-linear programming with all the constraints combined together (No sequencing). The use of successive refinement method leads to the use of significantly improved seeds for successive stages of the optimization. This reduces the chances of returning a poor local minimum as the final solution. It also helps reduce the computation time.

We observe from table I that the gripper velocity in cases 1 and 4 is less than that of the mobile base for in approach. However, since the motions of both are in the same directions, the manipulator compensates for the motion of gripper so as to enable the mobile base to move faster resulting in a decrease in the time taken to reach the goal. For cases 2 and 3, the mobile base velocity decreases because the manipulator has to compensate not only along the motion of mobile base but also perpendicular to it. Cases 4 and 5 can be explained similarly.

In table IV the results of low and high uncertainties for cases 1, 4, and 6 are presented. The velocity of the gripper is higher for the case of low uncertainty and lower in the case of high uncertainty. Subsequently, the mobile base velocities in the two cases are higher and lower respectively as well. Also, the probability of grasping success is higher for low uncertainty and lower for high uncertainty.

Fig. 5 shows the capabilities of the planner when we change the joint velocity constraints. As can be seen, the mobile base velocity is high for high joint velocity limits, while the gripper velocity is low. However, when we reduce the joint velocity limits on the manipulator, the mobile base velocity also decreases as it has to slow down for the gripper to move with the desired velocity.

TABLE I

<table>
<thead>
<tr>
<th>Test Case</th>
<th>$S_m$ (m/s)</th>
<th>$S_g$ (m/s)</th>
<th>$S_c$ (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sequential</td>
<td>No Sequencing</td>
<td>Sequential</td>
<td>No Sequencing</td>
</tr>
<tr>
<td>1</td>
<td>0.82</td>
<td>0.28</td>
<td>0.28</td>
</tr>
<tr>
<td>2</td>
<td>0.71</td>
<td>0.27</td>
<td>0.42</td>
</tr>
<tr>
<td>3</td>
<td>0.22</td>
<td>0.10</td>
<td>0.21</td>
</tr>
<tr>
<td>4</td>
<td>0.87</td>
<td>0.2</td>
<td>0.27</td>
</tr>
<tr>
<td>5</td>
<td>0.04</td>
<td>0.13</td>
<td>0.29</td>
</tr>
<tr>
<td>6</td>
<td>0.36</td>
<td>0.67</td>
<td>0.38</td>
</tr>
</tbody>
</table>

TABLE II

<table>
<thead>
<tr>
<th>Test Case</th>
<th>Pose Error during Grasping (mm)</th>
<th>Avg Non-Holonomic Constraint violation (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Position</td>
<td>Orientation</td>
</tr>
<tr>
<td>1</td>
<td>2.00E-01</td>
<td>3.10E-01</td>
</tr>
<tr>
<td>2</td>
<td>6.30E-01</td>
<td>2.40E-01</td>
</tr>
<tr>
<td>3</td>
<td>4.10E-01</td>
<td>2.10E-01</td>
</tr>
<tr>
<td>4</td>
<td>2.40E-01</td>
<td>1.01E-01</td>
</tr>
<tr>
<td>5</td>
<td>3.00E-01</td>
<td>8.00E-01</td>
</tr>
<tr>
<td>6</td>
<td>2.50E-01</td>
<td>2.90E-01</td>
</tr>
</tbody>
</table>

TABLE III

<table>
<thead>
<tr>
<th>Test Case</th>
<th>Time taken for Grasping (s)</th>
<th>Trajectory Execution Time (s)</th>
<th>Probability of success</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sequential</td>
<td>No Sequencing</td>
<td>Sequential</td>
</tr>
<tr>
<td>1</td>
<td>0.65</td>
<td>0.57</td>
<td>17.24</td>
</tr>
<tr>
<td>2</td>
<td>0.71</td>
<td>0.57</td>
<td>26.71</td>
</tr>
<tr>
<td>3</td>
<td>0.57</td>
<td>0.57</td>
<td>29.69</td>
</tr>
<tr>
<td>4</td>
<td>0.71</td>
<td>0.52</td>
<td>13.03</td>
</tr>
<tr>
<td>5</td>
<td>0.61</td>
<td>0.56</td>
<td>17.54</td>
</tr>
<tr>
<td>6</td>
<td>0.61</td>
<td>0.57</td>
<td>24.04</td>
</tr>
</tbody>
</table>

TABLE IV: The impact of uncertainty in part pose on the mobile base and gripper speeds and probability of success

<table>
<thead>
<tr>
<th>Test Case</th>
<th>Avg $S_m$ (m/s)</th>
<th>Avg $S_g$ (m/s)</th>
<th>Probability of Success</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low Uncertainty</td>
<td>High Uncertainty</td>
<td>Low Uncertainty</td>
</tr>
<tr>
<td>1</td>
<td>1.32</td>
<td>0.24</td>
<td>1.05</td>
</tr>
<tr>
<td>4</td>
<td>2.11</td>
<td>0.45</td>
<td>0.87</td>
</tr>
<tr>
<td>6</td>
<td>1.16</td>
<td>0.31</td>
<td>0.76</td>
</tr>
</tbody>
</table>

Fig. 5: The speeds of the mobile base and the gripper for high ($3\pi$ rad/sec) and low limits ($\frac{\pi}{2}$ rad/sec) on joint rates, but same the mobile base speed limit are shown for Case 1.

VII. Conclusions and Future Work

In this paper, we present an approach for solving two challenging problems encountered during part pick-up with a moving gripper. The first one addresses the effect of the uncertainty in the part pose on the gripper speed. We present an approach for constructing a meta-model for estimating the success probability of grasping a part as a function of the gripper speed and gripper closing speed. This reduces the chances of returning a poor local minimum as the final solution. It also helps reduce the computation time.

We observe from table I that the gripper velocity in cases 1 and 4 is less than that of the mobile base for in approach. However, since the motions of both are in the same directions, the manipulator compensates for the motion of gripper so as to enable the mobile base to move faster resulting in a decrease in the time taken to reach the goal. For cases 2 and 3, the mobile base velocity decreases because the manipulator has to compensate not only along the motion of mobile base but also perpendicular to it. Cases 4 and 5 can be explained similarly.

In table IV the results of low and high uncertainties for cases 1, 4, and 6 are presented. The velocity of the gripper is higher for the case of low uncertainty and lower in the case of high uncertainty. Subsequently, the mobile base velocities in the two cases are higher and lower respectively as well. Also, the probability of grasping success is higher for low uncertainty and lower for high uncertainty.

Fig. 5 shows the capabilities of the planner when we change the joint velocity constraints. As can be seen, the mobile base velocity is high for high joint velocity limits, while the gripper velocity is low. However, when we reduce the joint velocity limits on the manipulator, the mobile base velocity also decreases as it has to slow down for the gripper to move with the desired velocity.
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